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ABSTRACT. The ring of dual numbers over a ring R is R[α] = R[x]/(x2), where α denotes x+ (x2).

For any finite commutative ring R, we characterize null polynomials and permutation polynomials

on R[α] in terms of the functions induced by their coordinate polynomials (f1, f2 ∈ R[x], where
f = f1 + αf2) and their formal derivatives on R.

We derive explicit formulas for the number of polynomial functions and the number of polynomial

permutations on Zpn [α] for n ≤ p (p prime).
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1. Introduction

Let A be a finite commutative ring. A function F : A −→ A is called a polynomial function on

A if there exists a polynomial f =
n∑
k=0

ckx
k ∈ A[x] such that F (a) =

n∑
k=0

cka
k for all a ∈ A. When

a polynomial function F is bijective, it is called a polynomial permutation of A, and f is called a
permutation polynomial on A.

Polynomial functions on A form a monoid (F(A), ◦) with respect to composition. Its group
of units, which we denote by P(A), consists of all polynomial permutations of A. Unless A is a
finite field, not every function on A is a polynomial function and not every permutation of A is a
polynomial permutation. Apart from their intrinsic interest in algebra, polynomial functions on
finite rings have uses in computer science [4, 12].

For any ring R, the ring of dual numbers over R is defined as R[α] = R[x]/(x2), where x is an
indeterminate and α stands for x+ (x2). Rings of dual numbers are used in coding theory [5, 7].

In this paper, we investigate the polynomial functions and polynomial permutations of rings of
dual numbers over finite rings. Since every finite commutative ring is a direct sum of local rings,
and evaluation of polynomial functions factors through this direct sum decomposition, we may
concentrate on local rings.
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Among other things, we derive explicit formulas for |F(Zpn [α])| and |P(Zpn [α])| where n ≤ p.
Here, as in the remainder of this paper, p is a prime number and, for any natural number m, Zm
stands for the ring of integers modulo m, that is, Zm = Z/mZ.

The study of the monoid of polynomial functions and the group of polynomial permutations on
a finite ring R essentially originated with Kempner, who, in 1921, determined their orders in the
case where R is the ring of integers modulo a prime power:

|F(Zpn)| = p

n∑
k=1

µ(pk)
and |P(Zpn)| = p!pp(p− 1)pp

n∑
k=3

µ(pk)
for n > 1, (1.1)

where µ(pk) is the minimal l ∈ N such that pk divides l!, that is, the minimal l ∈ N for which∑
j≥1
b lpj c ≥ k. (Here bzc means the largest integer smaller than or equal to z).

Kempner’s proof has been simplified [15,26,29] and his formulas shown to hold for more general
classes of local rings [3, 9, 20] when p is replaced by the order of the residue field and n by the
nilpotency of the maximal ideal. The classes of local rings for which Kempner’s formulas hold
mutatis mutandis have been up to now the only finite local rings (R,M) for which explicit formulas
for |F(R)| and |P(R)| are known. (By explicit formula, we mean one that depends only on readily
apparent parameters of the finite local ring, such as the order of the ring and its residue field, and
the nilpotency of the maximal ideal.)

What all the finite local rings (A,M) for which explicit formulas for |F(A)| and |P(A)| are
known have in common is the following property: If m is the nilpotency of the maximal ideal M
of A, and we denote by w(a) the maximal k ≤ m such that a ∈Mk, then, for any a, b ∈ A,

w(ab) = min(w(a) + w(b),m),

that is, A allows a kind of truncated discrete valuation, with values in the additive monoid on
{0, 1, 2, . . . ,m}, whose addition is u⊕ v = min(u+ v,m).

Rings of dual numbers over Zpn , for which we provide explicit formulas for the number of
polynomial functions and the number of polynomial permutations in Theorems 8.11 and 8.10, do
not have this property, except for n = 1, see Proposition 2.9.

Statements about the number of polynomial functions and polynomial permutations that hold
for any finite commutative ring A are necessarily less explicit in nature than the counting formulas
in Equation (1.1) on one hand and Theorems 8.10 and 8.11 on the other hand.

Görcsös, Horváth and Mészáros [11] provide a formula, valid for any finite local commutative
ring that satisfies the condition M |A/M | = {0}, expressing the number of polynomial permutations
in terms of the cardinalities of the annihilators of the ideals Mk generated by the k-th powers
of elements of the maximal ideal. We will not make use of this formula, however, but prove
our counting formulas from scratch, in a way that yields additional insight into the structure of
the monoid of polynomial functions and the group of polynomial permutations on rings of dual
numbers. Also for any finite local commutative ring A, Jiang [13] has determined the ratio of
|P(A)| to |F(A)|, see Remark 5.8.

Chen [6], Wei and Zhang [27,28], Liu and Jiang [18], among others [8,22] have generalized facts
about polynomial functions in one variable to several variables. Starting with polynomial functions
over rings of dual numbers, we get a different kind of generalization to several parameters, if we
replace R[α] by R[α1, . . . , αn] with αiαj = 0. The second author has shown that most results of
the present paper carry over to this generalization [2].

Beyond number formulas, some structural results about groups of permutation polynomials on
Zpn are known, due to Nöbauer [21,24] and others [10,30].
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In this paper, we derive structural results about F(R[α]) and P(R[α]) by relating them to F(R)
and P(R), and then use these results to prove explicit formulas for |F(Zpn [α])| and |P(Zpn [α])| in
the case n ≤ p.

Here is an outline of the paper. After establishing some notation in Section 2, we characterize
null polynomials on R[α] in Section 3 and permutation polynomials on R[α] in Section 4, for any
finite local ring R. Section 5 relates the pointwise stabilizer of R in the group of polynomial
permutations on R[α] to functions induced by the formal derivatives of permutation polynomials.
Section 6 relates permutation polynomials on Zpn [α] to permutation polynomials on Zpn . Section 7
contains counting formulas for the numbers of polynomial functions and polynomial permutations
on Zpn [α] in terms of the order of the pointwise stabilizer of Zpn in the group of polynomial
permutations on Zpn [α]. Section 8 contains explicit formulas for |F(Zpn [α])| and |P(Zpn [α])| for
n ≤ p. Section 9 gives a canonical representation for polynomial functions on Zpn [α] for n ≤ p.
The easy special case where R is a finite field is treated en passant in sections 3 and 4.

2. Basics

We recall a few facts about rings of dual numbers and polynomial functions, and establish our
notation. Since we are mostly concerned with polynomials over finite rings, we have to distinguish
carefully between polynomials and the functions induced by them. All rings are assumed to have
a unit element and to be commutative.

Throughout this paper, p always stands for a prime number. We use N for the positive integers
(natural numbers), N = {1, 2, 3, . . .}, and N0 = {0, 1, 2, . . .} for the non-negative integers.

Definition 2.1. Let R be a ring and a0, . . . , an ∈ R. The polynomial f =
n∑
i=0

aix
i ∈ R[x] defines

(or induces) a function F : R → R by substitution of the variable: F (r) =
n∑
i=0

air
i. A function

arising from a polynomial in this way is called a polynomial function.

If the polynomial function F : R → R induced by f ∈ R[x] is bijective, then F is called a
polynomial permutation of R and f is called a permutation polynomial on R.

We will frequently consider polynomials with coefficients in Z inducing functions on Zm for
various m. We put this on a formal footing in the next definition.

Definition 2.2. Let S be a commutative ring, R an S-algebra and f ∈ S[x].

(1) The polynomial f gives rise to a polynomial function on R, by substitution of the variable
with elements of R. We denote this function by [f ]R, or just by [f ], when R is understood.

(2) In the special case where S = Z and R = Zm, we write [f ]m for [f ]Zm.

(3) When [f ]R is a permutation on R, we call f a permutation polynomial on R.

(4) If f, g ∈ S[x] such that [f ]R = [g]R, we write f , g on R.

Remark 2.3.

(1) Clearly, , is an equivalence relation on S[x].

(2) When R = S, or R is a homomorphic image of S, the equivalence classes of , are in bijective
correspondence with the polynomial functions on R.

(3) In particular, when R is finite, the number of different polynomial functions on R equals the

number of equivalence classes of , on R[x].
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We now introduce the class of rings whose polynomial functions and polynomial permutations
we will investigate.

Definition 2.4. Throughout this paper, if R is a commutative ring, then R[α] denotes the result
of adjoining α with α2 = 0 to R; that is, R[α] is R[x]/(x2), where α = x+ (x2). The ring R[α] is
called the ring of dual numbers over R.

Remark 2.5. Note that R is canonically embedded as a subring in R[α] via a 7→ a+ 0α.

For the convenience of the reader, we summarize some easy facts about the arithmetic of rings
of dual numbers.

Proposition 2.6. Let R be a commutative ring. Then

(1) for a, b, c, d ∈ R, we have
(a) (a+ b α)(c+ dα) = ac+ (ad+ bc)α
(b) (a+ b α) is a unit of R[α] if and only if a is a unit of R. In this case

(a+ b α)−1 = a−1 − a−2b α.

(2) R[α] is a local ring if and only if R is a local ring.

(3) If R is a local ring with maximal ideal m of nilpotency K, then R[α] is a local ring with
maximal ideal m + αR = {a+ bα | a ∈ m, b ∈ R} of nilpotency K + 1.

(4) Let (R,m) be a local ring. The canonical embedding r 7→ r + 0α factors through to an
isomorphism of the residue fields of R and R[α]: R/m ∼= R[α]/(m + αR).

Likewise, we summarize the details of substituting dual numbers for the variable in a polynomial
with coefficients in the ring of dual numbers below.

As usual, f ′ denotes the formal derivative of a polynomial f . That is, f ′ =
n∑
k=1

kakx
k−1 for

f =
n∑
k=0

akx
k.

Lemma 2.7. Let R be a commutative ring, and let a, b ∈ R.

(1) Let f ∈ R[α][x] and f1, f2 ∈ R[x] be the unique polynomials in R[x] such that f = f1 + α f2.
Then

f(a+ b α) = f1(a) + (bf ′1(a) + f2(a))α .

(2) In the special case when f ∈ R[x], we get

f(a+ b α) = f(a) + bf ′(a)α .

As a consequence of the above lemma, we obtain a necessary condition for a function on R[α]
to be a polynomial function.

Corollary 2.8. Let F : R[α]→ R[α] such that F (a+b α) = c(a,b) +d(a,b) α with c(a,b), d(a,b) ∈ R.
If F is a polynomial function on R[α], then c(a,b) depends only on a, that is, c(a,b) = c(a,b1) for all
a, b, b1 ∈ R.

The last proposition of this section goes to show that rings of dual numbers over Zpn (n > 1)
are a class of local rings for which no explicit formulas for the number of polynomial functions
existed previously. By an explicit formula we mean a formula depending only on the order of the
residue field and the nilpotency of the maximal ideal.

Proposition 2.9. For a finite local ring R with maximal ideal m of nilpotency K, consider the
following condition:

1066

 
 AUTHOR C

OPY 



POLYNOMIAL FUNCTIONS ON RINGS OF DUAL NUMBERS

“For all a, b ∈ R and all k ∈ N, whenever ab ∈ mk, it follows that a ∈ mi and b ∈ mj for
i, j ∈ N0 with i+ j ≥ min(K, k).”

Then R = Zpn [α] satisfies the condition if and only if n = 1.

P r o o f. Since Zpn is a local ring with maximal ideal (p), Zpn [α] is a local ring with maximal ideal
m = {ap + b α | a, b ∈ Zpn} and K = n + 1 by Proposition 2.6. If n = 1, then the result easily
follows since m2 = (0). If n ≥ 2, then K = n+ 1 > 2, and α2 = 0 ∈ mn+1, but α ∈ mrm2. �

Local rings satisfying the condition of Proposition 2.9 have been called suitable in a previous
paper by the third author [9]. Previously known explicit formulas for the number of polynomial
functions and the number of polynomial permutations on a finite local ring (R,M) all concern
suitable rings and are the same as Kempner’s formulas (1.1) for R = Zpn , except that p is replaced
by q = |R/M | and n by the nilpotency of M . The previous proposition shows that, whenever
n > 1, Zpn [α] is not a “suitable” ring.

3. Null polynomials on R[α]

When one sets out to count the polynomial functions on a finite ring A, one is lead to studying
the ideal of so called null-polynomials – polynomials in A[x] that induce the zero-function on A−,
because residue classes of A[x] modulo this ideal correspond bijectively to polynomial functions
on A.

In this section, we study null-polynomials for rings of dual numbers A = R[α] as defined in the
previous section (Definition 2.4). We relate polynomial functions on R[α] (induced by polynomials
in R[α][x]) to polynomial functions induced on R[α] by polynomials in R[x], and further to pairs
of polynomial functions on R arising from polynomials in R[x] and their formal derivatives.

Definition 3.1. Let R be a commutative ring and A an R-algebra, and notation as in Defi-
nition 2.2. A polynomial f ∈ R[x] is called a null polynomial on A if [f ]A is the constant zero

function, which we denote by f , 0 on A.

We define NR and N ′R as

(1) NR = {f ∈ R[x] | f , 0 on R}
(2) N ′R = {f ∈ R[x] | f , 0 on R and f ′, 0 on R}.

Remark 3.2. Clearly, NR, N
′
R are ideals of R[x], and we have |F(R)| = [R[x] : NR].

Example 3.3. Let R = Fq be the finite field of q elements. Then

(1) NFq = (xq − x)Fq[x]

(2) N ′Fq = (xq − x)2Fq[x]

(3) [Fq[x] : N ′Fq ] = q2q.

To see (2), let g ∈ N ′Fq . Then clearly, g(x) = h(x)(xq − x). Hence

g′(x) = h(x)(qxq−1 − 1) + h′(x)(xq − x) = h′(x)(xq − x)− h(x),

and so 0, g′,−h on Fq. Thus h is a null polynomial on Fq, and hence divisible by (xq − x).

By means of the ideal N ′R, we will reduce questions about polynomials with coefficients in R[α]
to questions about polynomials with coefficients in R, as exemplified in Proposition 3.10 below.
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Lemma 3.4. Let f ∈ R[x]. Then

(1) f is a null polynomial on R[α] if and only if both f and f ′ are null polynomials on R

(2) α f is a null polynomial on R[α] if and only if f is a null polynomial on R.

P r o o f. Ad (1). By Lemma 2.7, for every a, b ∈ R, f(a + b α) = f(a) + bf ′(a)α. Thus by
Definition 3.1, f being a null polynomial on R[α] is equivalent to f(a) + bf ′(a)α = 0 for all
a, b ∈ R. This is equivalent to f(a) = 0 and bf ′(a) = 0 for all a, b ∈ R. Setting b = 1, we see that
f(a) = 0 and f ′(a) = 0 for all a ∈ R. Hence f and f ′ are null polynomials on R.
Statement (2) follows from Lemma 2.7. �

Theorem 3.5. Let f ∈ R[α][x], written as f = f1 + α f2 with f1, f2 ∈ R[x].

f is a null polynomial on R[α] if and only if f1, f ′1, and f2 are null polynomials on R.

P r o o f. By Lemma 2.7, for all a, b ∈ R,

f(a+ b α) = f1(a) + (bf ′1(a) + f2(a))α .

This implies the “if” direction. To see “only if”, suppose that f is a null polynomial on R[α].
Then, for all a, b ∈ R,

f1(a) + (bf ′1(a) + f2(a))α = 0.

Clearly, f1 is a null polynomial on R. Substituting 0 for b yields that f2 is a null polynomial on R
and substituting 1 for b yields that f ′1 is a null polynomial on R. �

Combining Lemma 3.4 with Theorem 3.5 gives the following criterion.

Corollary 3.6. Let f ∈ R[α][x], written as f = f1 + α f2 with f1, f2 ∈ R[x].

f is a null polynomial on R[α] if and only if f1 and α f2 are null polynomials on R[α].

Also from Theorem 3.5, we obtain a criterion that we will frequently use when two polynomials
induce the same polynomial function on the ring of dual numbers.

Corollary 3.7. Let f = f1 + α f2 and g = g1 + α g2, with f1, f2, g1, g2 ∈ R[x].

f , g on R[α] if and only if the following three conditions hold:

(1) [f1]R = [g1]R

(2) [f ′1]R = [g′1]R

(3) [f2]R = [g2]R.

In other words, f , g on R[α] if and only if the following two congruences hold:

(1) f1 ≡ g1 mod N ′R
(2) f2 ≡ g2 mod NR.

We use this criterion to exhibit a polynomial with coefficients in R that induces the zero function
on R, but not on R[α].

Example 3.8. Let R = Zpn and n < p. Then the polynomial (xp − x)n is a null polynomial on
R, but not on R[α]. Likewise, x+ (xp − x)n induces the identity function on R, but not on R[α].

To see that x 6,x+ (xp − x)n on R[α], we use Corollary 3.7. Note that

(x+ (xp − x)n)′ = 1 + n(xp − x)n−1(pxp−1 − 1) 6≡ 1 = x′ mod NR.

Hence x 6≡ x+ (xp − x)n mod N ′R, although x ≡ x+ (xp − x)n mod NR.

In a more positive vein, Corollary 3.7 implies that x,x+ (xp − x)n α on R[α].
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Remark 3.9. Let R be a finite commutative ring and f1, f2 ∈ R[x]. Then

[f1 + αf2]R[α] 7→ (([f1]R, [f
′
1]R), [f2]R)

establishes a well-defined bijection

ϕ : F(R[α])→ {(G,H) ∈ F(R)×F(R) | ∃g ∈ R[x] with G = [g] and H = [g′]} × F(R)

between polynomial functions on R[α] on one hand, and triples of polynomial functions on R such
that the first two entries arise from a polynomial and its derivative, on the other hand.

This mapping is well-defined and injective by Corollary 3.7, and it is clearly onto.

Proposition 3.10. Let R be a finite commutative ring, and let NR and N ′R be the ideals of
Definition 3.1. Then the number of polynomial functions on R[α] is

|F(R[α])| =
[
R[x] : N ′R

][
R[x] : NR

]
.

Moreover, the factors on the right have the following interpretations.

(1) [R[x] : N ′R] is the number of pairs of functions (F,E) with F : R→ R, E : R→ R, arising as
([f ], [f ′]) for some f ∈ R[x].

(2) [R[x] : N ′R] is also the number of functions induced on R[α] by polynomials in R[x].

(3) [R[x] : NR] is the number of polynomial functions on R.

P r o o f. Everything follows from Theorem 3.5. In detail, consider the map ϕ defined by

ϕ : R[x]×R[x]→ F(R[α]), ϕ(f1, f2) = [f1 + α f2],

where [f1 +α f2] is the function induced on R[α] by f = f1 +α f2. Since every polynomial function
on R[α] is induced by a polynomial f = f1 + α f2 with f1, f2 ∈ R[x], ϕ is onto. Clearly, ϕ is a
homomorphism of the additive groups on each side. By Theorem 3.5, kerϕ = N ′R × NR. Hence,
by the first isomorphism theorem,

ϕ̄ : R[x]/N ′R ×R[x]/NR → F(R[α])

defined by ϕ̄(f1 +N ′R, f2 +NR) = [f1 + α f2] is a well defined group isomorphism.

Likewise, for (1) let

A =
{

(F,E) ∈ F(R)×F(R) | ∃f ∈ R[x] with [f ] = F and [f ′] = E
}
,

and define ψ : R[x]→ A by ψ(f) = ([f ]R, [f
′]R). Then ψ is a group epimorphism with kerψ = N ′R

and hence [R[x] : N ′R] = |A|.
Finally, (2) follows from Corollary 3.7, and (3) is obvious. �

Proposition 3.10 reduces the question of counting polynomial functions on R[α] to determining
[R[x] : NR] and [R[x] : N ′R], that is, to counting polynomial functions on R and pairs of polynomial
functions on R induced by a polynomial and its derivative. This will allow us to give explicit
formulas for |F(R[α])| in the case where R = Zpn with n ≤ p in Section 8.

The simple case where R is a finite field we can settle right away by recalling from Example 3.3
that NFq = (xq − x)Fq[x] and N ′Fq = (xq − x)2Fq[x] and hence [Fq[x] : N ′Fq ] = q2q and [Fq[x] :

NFq ] = q.

Corollary 3.11. Let Fq be a field with q elements. Then |F(Fq[α])| = q3q.

The remainder of this section is devoted to null polynomials of minimal degree and canonical
representations of polynomial functions on R[α] that can be derived from them.

1069

 
 AUTHOR C

OPY 



HASAN AL-EZEH — AMR ALI AL-MAKTRY — SOPHIE FRISCH

Proposition 3.12. Let h1 ∈ R[α][x] and h2 ∈ R[x] be monic null polynomials on R[α] and R,
respectively, with deg h1 = d1 and deg h2 = d2.

Then every polynomial function F : R[α]→ R[α] is induced by a polynomial f = f1 + f2 α with
f1, f2 ∈ R[x] such that deg f1 < d1 and deg f2 < min(d1, d2).

In the special case where F is induced by a polynomial f ∈ R[x] and, also, h1 is in R[x], there
exists a polynomial g ∈ R[x] with deg g < d1, such that [g]R = [f ]R and [g′]R = [f ′]R.

P r o o f. Let g ∈ R[α][x] be a polynomial that induces F . By division with remainder by h1, we
get g(x) = q(x)h1(x) + r(x) for some r, q ∈ R[α][x], where deg r < d1 and r(x) induces F .

We represent r as r = r1 + α r2 with r1, r2 ∈ R[x]. Clearly, deg r1,deg r2 < d1. If d2 < d1,
then, we divide r2 by h2 with remainder in R[x] and get f2 ∈ R[x] with deg f2 < d2 and such that

f2, r2 on R.

By Corollary 3.7, α r2,α f2 on R[α] and hence, f = r1 + α f2 has the desired properties.

In the special case, the existence of g ∈ R[x] with deg g < d1 such that f , g on R[α] follows by
a similar argument. By Corollary 3.7, [g]R = [f ]R and [g′]R = [f ′]R. �

In what follows, let m,n be positive integers such that m > 1 and p a prime.

Definition 3.13. For m ∈ N let µ(m) denote the smallest positive integer k such that m divides
k!. The function µ : N→ N was introduced by Kempner [16].

When n ≤ p, clearly µ(pn) = np. We use this fact frequently, explicitly and sometimes implicitly.

Remark 3.14. It is easy to see that m divides the product of any µ(m) consecutive integers.

As Kempner [17] remarked, it follows that for any c ∈ Z,

(x− c)µ(m) =

µ(m)−1∏
j=0

(x− c− j)

is a null polynomial on Zm.

Theorem 3.15. Let m > 1. Then

(1) (x)2µ(m) is a null polynomial on Zm[α]

(2) ((x)µ(m))
2 is a null polynomial on Zm[α].

P r o o f. Set f(x) = (x)2µ(m). In view of Lemma 3.4, we must show that f and f ′ are null polyno-

mials on Zm. Clearly, f is a null polynomial on Zm. Now consider f ′(x) =
2µ(m)−1∑
i=0

(x)2µ(m)

x−i . Each

term
(x)2µ(m)

x−i is divisible by a polynomial of the form
µ(m)−1∏
j=0

(x − c − j). Thus
(x)2µ(m)

x−i is a null

polynomial on Zm by Remark 3.14. Hence f ′ is a null polynomial on Zm. The proof of the second
statement is similar. �

In the case when m = pn, (x)2µ(pn) is a null polynomial on Zpn [α]. When n ≤ p, this says (x)2np
is a null polynomial on Zpn [α], but in this case more is true, namely, (x)µ(pn)+p = (x)(n+1)p is a
null polynomial on Zpn [α].

Proposition 3.16. Let n ≤ p. Then (x)(n+1)p is a null polynomial on Zpn [α].
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P r o o f. Since n ≤ p, we have µ(pn) = np. Set f(x) = (x)µ(pn)+p. Then clearly, f is a null
polynomial on Zpn . We represent f(x) as a product of n + 1 polynomials, each of which has p
consecutive integers as roots and is, therefore, a null-polynomial modulo p:

(x)(n+1)p =

n∏
l=0

(l+1)p−1∏
k=lp

(x− k).

Now regarding f ′(x) =
(n+1)p−1∑

i=0

(x)(n+1)p

x−i , it becomes apparent that each term
(x)(n+1)p

x−i is divisi-

ble by a product of n different polynomials of the form
p−1∏
j=0

(x− c− j). Hence the claim follows. �

Combining Theorem 3.15 with Proposition 3.12 and Remark 3.14, we obtain the following
corollary, which will be needed to establish a canonical form for a polynomial representation of a
polynomial function on Zpn [α] for n ≤ p (see Theorems 9.2 and 9.4).

Corollary 3.17. Let F : Zm[α] → Zm[α] be a polynomial function. Then F can be represented
as a polynomial f ∈ Zm[α][x] with deg f ≤ 2µ(m) − 1. Moreover, f can be chosen such that
f = f1 + f2 α, with f1, f2 ∈ Zm[x], deg f1 ≤ 2µ(m)− 1 and deg f2 ≤ µ(m)− 1.

When R = Fq is a finite field, we have already remarked in Corollary 3.11 that the number
of polynomial functions on Fq[α] is q3q. We can make this more explicit by giving a canonical
representation for the different polynomial functions on Fq[α].

Corollary 3.18. Let Fq be a finite field with q elements. Every polynomial function F : Fq[α]→
Fq[α] can be represented uniquely as a polynomial

f(x) =

2q−1∑
i=0

aix
i +

q−1∑
j=0

bjx
j α for ai, bj ∈ Fq. (3.1)

P r o o f. We note that the polynomials (xq − x)2 and (xq − x) satisfy the conditions of Proposi-
tion 3.12. Thus every polynomial function on Fq[α] is represented by a polynomial as in Equa-
tion (3.1).

Since there are exactly q3q different polynomials of the form (3.1) and also, by Corollary 3.11,
q3q different polynomial functions on Fq[α], every polynomial function is represented uniquely.

We can also show uniqueness directly, without using Corollary 3.11, by demonstrating that every
expression of type (3.1) representing the zero function is the zero polynomial. Let f ∈ Fq[α][x] be

a null polynomial on Fq[α] with f(x) =
2q−1∑
i=0

aix
i +

q−1∑
j=0

bjx
j α.

Then
2q−1∑
i=0

aix
i ∈ N ′Fq and

q−1∑
j=0

bjx
j ∈ NFq by Theorem 3.5. Recalling from Example 3.3 that

N ′Fq = (xq − x)2Fq[x] and NFq = (xq − x)Fq[x], we see that ai = 0 for i = 0, . . . , 2q− 1; and bj = 0

for j = 0, . . . , q − 1. �

4. Permutation polynomials on R[α]

We know direct our attention to permutation polynomials on R[α], where R[α] is the ring of
dual numbers over a finite commutative ring R (defined in Definition 2.4). As in the previous
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section, we first relate properties of polynomials in R[α][x] to properties of polynomials in R[x],
about which more may be known.

Theorem 4.1. Let R be a commutative ring. Let f = f1 + α f2, where f1, f2 ∈ R[x]. Then f is a
permutation polynomial on R[α] if and only if the following conditions hold:

(1) f1 is a permutation polynomial on R

(2) for all a ∈ R, f ′1(a) is a unit of R.

P r o o f. (⇒) To see (1), let c ∈ R. Since f is a permutation polynomial on R[α], there exist
a, b ∈ R such that c = f(a + b α), that is, c = f1(a) + (bf ′1(a) + f2(a))α (by Lemma 2.7). In
particular, f1(a) = c, and, therefore, [f1]R is onto and hence a permutation of R.

To see (2), let a ∈ R and suppose that f ′1(a) is not a unit of R. R being finite, it follows that
f ′1(a) is a zerodivisor of R. Let b ∈ R, b 6= 0, such that bf ′1(a) = 0. Then

f(a+ b α) = f1(a) + (bf ′1(a) + f2(a))α = f1(a) + f2(a)α = f(a).

So f is not one-to-one; a contradiction.

(⇐) Assume (1) and (2) hold. It suffices to show that [f ]R[α] is one-to-one. Let a, b, c, d ∈ R
such that f(a+ b α) = f(c+ dα), that is,

f1(a) + (bf ′1(a) + f2(a))α = f1(c) + (df ′1(c) + f2(c))α .

Then f1(a) = f1(c) and hence a = c, by (1). Furthermore, bf ′1(a) = df ′1(a), and, since f ′1(a) is not
a zerodivisor, b = d follows. �

The special case of polynomials with coefficients in R is so important that we state it separately.

We call a function on R that maps every element of R to a unit of R a unit-valued function
on R.

Corollary 4.2. Let R be a commutative ring and f ∈ R[x]. Then f is a permutation polynomial
on R[α] if and only if the following two conditions hold:

(1) [f ]R is a permutation of R

(2) [f ′]R is unit-valued.

Theorem 4.1 shows that whether f = f1 + α f2 ∈ R[α][x] is a permutation polynomial on R[α]
depends only on f1. In particular, f1 + α f2 is a permutation polynomial on R[α] if and only if
f1 + α ·0 is a permutation polynomial on R[α]. We rephrase the last remark as a corollary.

Corollary 4.3. Let R be a finite ring. Let f = f1 + α f2, where f1, f2 ∈ R[x]. Then f is a
permutation polynomial on R[α] if and only if f1 is a permutation polynomial on R[α].

Corollary 4.4. Let R be a finite ring and R∗ the group of units on R. Let B denote the number
of pairs of functions (H,G) with

H : R→ R bijective and G : R→ R∗

that occur as ([g], [g′]) for some g ∈ R[x]. Then the number |P(R[α])| of polynomial permutations
on R[α] is equal to

|P(R[α])| = B · |F(R)|.

P r o o f. By Corollary 3.7 and Remark 3.9,

[f1 + αf2]R[α] 7→ ([f1]R, [f
′
1]R, [f2]R)

is a bijection between F(R[α]) and triples of polynomial functions on R such that the first two
entries of the triple arise from one polynomial and its derivative.
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By Theorem 4.1, the restriction of this bijection to P(R[α]) is surjective onto the set of those
triples ([f1]R, [f

′
1]R, [f2]R) such that [f1]R is bijective and [f ′1]R takes values in R∗. �

We now introduce a subgroup of the group of polynomial permutations of a ring of dual numbers
that will play an important role in determining the order of the group.

Definition 4.5. Let

Stα(R) = {F ∈ P(R[α]) | F (a) = a for every a ∈ R}.
Stα(R), which is clearly a subgroup of P(R[α]), is called the pointwise stabilizer (or shortly the
stabilizer) of R in the group P(R[α]).

Proposition 4.6. Let R be a finite commutative ring. Then

Stα(R) = {F ∈ P(R[α]) | F is induced by x+ h(x), for some h ∈ NR}.
In particular, every element of the stabilizer of R can be realized by a polynomial in R[x].

P r o o f. It is clear that

Stα(R) ⊇ {F ∈ P(R[α]) | F is induced by x+ h(x), for some h ∈ NR}.
Now, let F ∈ P(R[α]) such that F (a) = a for every a ∈ R. Then F is represented by f1 + f2 α,
where f1, f2 ∈ R[x], and a = F (a) = f1(a) + f2(a)α for every a ∈ R. It follows that f2(a) = 0

for every a ∈ R, i.e., f2 is a null polynomial on R. Thus, f1 + f2 α, f1 on R[α] by Lemma 2.7,
that is, F is represented by f1. Therefore, [f1]R = idR (since F is the identity on R) and, so,
f1(x) = x+ h(x) for some h ∈ R[x] that is a null polynomial on R. �

Remark 4.7. To prevent confusion about the expression for the stabilizer group in Proposition 4.6,
we emphasize that, in general, not every polynomial of the form x + h with h ∈ NR induces a
polynomial permutation of R[α], as the following example shows.

Example 4.8. Let R = Fq. Consider the polynomial (xq − x) ∈ NFq . Then the polynomial
f(x) = x + (xq − x) = xq induces the identity on Fq, but f is not a permutation polynomial on
Fq[α], since f(α) = f(0) = 0. Thus f does not induce an element of Stα(Fq).

The remainder of this section is concerned with polynomial permutations of the ring of dual
numbers in the simple case where the base ring is a finite field. We already determined the number
of polynomial functions on the dual ring over a finite field (see Corollary 3.11). The number of
polynomial permutations now follows readily from Corollary 4.4, since every pair of functions on
a finite field arises as the pair of functions induced by a polynomial and its derivative.

Lemma 4.9. Let Fq be a finite field with q elements. Then for all functions F,G : Fq → Fq there
exists a polynomial f ∈ Fq[x] such that

(F,G) = ([f ], [f ′]) and deg f < 2q.

P r o o f. Let f0, f1 ∈ Fq[x] such that [f0] = F and [f1] = G and set

f(x) = f0(x) + (f ′0(x)− f1(x))(xq − x).

Then [f ] = [f0] = F and [f ′] = [f1] = G. Moreover, by division with remainder by (xq − x), we
can find f0, f1 such that deg f0,deg f1 < q. �

Proposition 4.10. Let Fq be a finite field with q elements. The number |P(Fq[α])| of polynomial
permutations on Fq[α] is given by

|P(Fq[α])| = q!(q − 1)qqq.
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P r o o f. Let B be the set of pairs of functions (H,G) such that

H : Fq → Fq bijective and G : Fq → Fq r {0}.

Clearly, |B| = q!(q − 1)q. By Lemma 4.9, each (H,G) ∈ B arises as ([f ], [f ′]) for some f ∈ Fq[x].
Thus by Corollary 4.4, |P(Fq[α])| = |B| · |F(Fq)| = q!(q − 1)qqq. �

When R is a finite field, then, as we have seen, we do not need the stabilizer group to deter-
mine the number of polynomial permutations on the ring of dual numbers. We will nevertheless
investigate this group, starting with its order, for comparison purposes, and because it yields some
information on the structure of P(Fq[α]).

Theorem 4.11. Let Fq be a finite a field with q elements. Then

(1) |Stα(Fq)| = |{[f ′]Fq | f ∈ Fq[x], [f ]Fq = idFq and [f ′]Fq is unit-valued}|
(2) |Stα(Fq)| = |{[f ′]Fq | f ∈ Fq[x], [f ]Fq = idFq , deg f < 2q and [f ′]Fq is unit-valued}|
(3) |Stα(Fq)| = (q − 1)q.

P r o o f. To see (1), set A = {[f ′]Fq | f ∈ Fq[x], [f ]Fq = idFq and [f ′]Fq is unit-valued}. We define
a bijection ϕ from Stα(Fq) to A. Given F ∈ Stα(Fq), there exists a polynomial f ∈ Fq[x] inducing
F on Fq[α] such that [f ]Fq = idFq by Definition 4.5. By Theorem 4.1, [f ′]Fq is unit-valued. We set
ϕ(F ) = [f ′]Fq . Corollary 3.7 shows that ϕ is well-defined and injective, and Theorem 4.1 shows
that it is surjective.

(2) follows from (1) and Lemma 4.9. Ad (3). By (1), |Stα(Fq)| ≤ |{G : Fq → F∗q}| = (q − 1)q.
Now consider a function G : Fq → F∗q . By Lemma 4.9, there exists a polynomial h ∈ Fq[x] such
that [h]Fq = idFq and [h′]Fq = G. Thus h represents an element of Stα(Fq), and G maps to this
element under the bijection ϕ in the proof of (1). Hence |Stα(Fq)| ≥ (q − 1)q. �

The equalities of Theorem 4.11 actually come from a group isomorphism, as the second author
has shown [1]. By Proposition 4.10 and Theorem 4.11, we immediately see the special case for
finite fields of a more general result that we will show in the next section (see Theorem 5.7).

Corollary 4.12. The number |P(Fq[α])| of polynomial permutations on Fq[α] is given by

|P(Fq[α])| = |P(Fq)||F(Fq)||Stα(Fq)|.

5. The stabilizer of R
in the group of polynomial permutations of R[α]

In this section we express the numbers of polynomial functions and polynomial permutations
on R[α] in terms of the order of Stα(R), the stabilizer of R, that is, the group of those polynomial
permutations of R[α] that fix R pointwise. The group of those polynomial permutations of R[α]
that can be realized by polynomials with coefficients in R will play a role, as it contains the
stabilizer.

Notation 5.1. Let PR(R[α]) = {F ∈ P(R[α]) | F = [f ] for some f ∈ R[x]}.

Remark 5.2. Proposition 4.6 shows that the elements of Stα(R), a priori induced by polynomials
in R[α][x], can be realized by polynomials in R[x], that is,

Stα(R) ⊆ PR(R[α]).
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The following well-known, useful characterization of permutation polynomials on finite local
rings has been shown by Nöbauer [23: section III, statement 6, p. 335] (also for several variables [23:
Theorem 2.3]). It is implicitly shown in the proof of a different result in McDonalds’s monograph
on finite rings [19: pp. 269–272], and explicitly in a paper of Nechaev [20: Theorem 3].

Lemma 5.3 ([23: Theorem. 2.3]). Let R be a finite local ring, not a field, M its maximal ideal,
and f ∈ R[x].

Then f is a permutation polynomial on R if and only if the following conditions hold:

(1) f is a permutation polynomial on R/M

(2) for all a ∈ R, f ′(a) 6= 0 mod M .

Lemma 5.4. Let R be a finite commutative ring and F ∈ P(R). Then there exists a polynomial
f ∈ R[x] such that [f ]R = F and f ′(r) is a unit of R for every r ∈ R.

P r o o f. Since every finite commutative ring is a direct sum of local rings, we may assume R local.
When R is a finite field, the statement follows from Lemma 4.9, while, when R is a finite local ring
but not a field, it follows from Lemma 5.3. �

Lemma 5.5. PR(R[α]) is a subgroup of P(R[α]); and the map

ϕ : PR(R[α])→ P(R) defined by F 7→ F
∣∣
R

(the restriction of F to R)

is a group epimorphism with kerϕ = Stα(R). In particular,

(1) every element of P(R) occurs as the restriction to R of some F ∈ PR(R[α])

(2) PR(R[α]) contains Stα(R) as a normal subgroup and

PR(R[α])
/
Stα(R) ∼= P(R).

P r o o f. PR(R[α]) is a finite subset of P(R) that is closed under composition, and hence a sub-
group of P(R). Polynomial permutations of R[α] induced by polynomials in R[x] map R to itself
bijectively. The map ϕ is therefore well defined, and clearly a homomorphism with respect to
composition of functions.

Ad (1) This is evident from Theorem 4.1 and Lemma 5.4.

Ad (2) Stα(R) is contained in PR(R[α]), by Proposition 4.6. Stα(R), the pointwise stabilizer of
R in P(R[α]) is, therefore, equal to the pointwise stabilizer of R in PR(R[α]), which is the kernel
of ϕ. �

Recall that a function on R is unit-valued if it maps R into, R∗, the group of units on R.

Corollary 5.6. For any fixed F ∈ P(R),

|Stα(R)| = |{([f ]R, [f
′]R) | f ∈ R[x], [f ]R = F, and [f ′]R is unit-valued}| .

P r o o f. Let f ∈ R[x] such that [f ]R = F and [f ′]R is unit-valued. Such a polynomial f exists by
Lemma 5.4. By Corollary 4.2, f induces a permutation of R[α], which we denote by [f ].

Let C be the coset of [f ] with respect to Stα(R). Then |C| = |Stα(R)|. By Lemma 5.5 (2), C
consists precisely of those polynomial permutations G ∈ PR(R[α]) with G

∣∣
R

= F .

A bijection ψ between C on one hand and the set of pairs ([g]R, [g
′]R), where g ∈ R[x] such

that [g]R = F and [g′]R is unit-valued on the other hand is given by ψ(G) = ([g]R, [g
′]R), where

g is any polynomial in R[x] which induces G on R[α]. The map ψ is well-defined and injective by
Corollary 3.7 and onto by Corollary 4.2. �
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Theorem 5.7. Let R be a finite local ring. Then

|P(R[α])| = |F(R)| · |P(R)| · |Stα(R)|.

P r o o f. Set

B = {([f ]R, [f
′]R) | f ∈ R[x], [f ]R ∈ P (R) and [f ′]R is unit-valued}.

By Corollary 5.6, |B| = |P(R)| · |Stα(R)|.
We define a function ψ : P(R[α])→ B×F(R) as follows: if G ∈ P(R[α]) is induced by g = g1 +

α g2, where g1, g2 ∈ R[x], we let ψ(G) = (([g1]R, [g
′
1]R), [g2]R). By Theorem 4.1 and Corollary 3.7,

ψ is well-defined and one-to-one. The surjectivity of ψ follows by Theorem 4.1. Therefore,

|P(R[α])| = |B ×F(R)| = |P(R)| · |Stα(R)| · |F(R)|. �

Remark 5.8. Let R be a finite local ring which is not a field, M the maximal ideal of R, and
q = |R/M |. Jiang [13] has shown the following relation between the number of polynomial functions
and the number of polynomial permutations on R:

|P(R)| = q!(q − 1)q

q2q
|F(R)|.

Corollary 5.9. Let R be a finite local ring which is not a field. Then

|F(R[α])| = |F(R)|2 · |Stα(R)|.

P r o o f. The residue fields of R and R[α] are isomorphic by Proposition 2.6 (4). Let q denote the
order of this residue field. By Theorem 5.7, |P(R[α])| = |F(R)| · |P(R)| · |Stα(R)|. Now apply
Remark 5.8 to P(R[α]) and P(R) simultaneously and cancel. �

6. Permutation polynomials on Zm[α]

In this section we characterize permutation polynomials on Zpn [α] in relation to permutation
polynomials on Zpn .

Lemma 6.1 ([25: Hilfssatz 8]). Let n > 1, and f ∈ Z[x]. Then f is a permutation polynomial on
Zpn if and only if the following conditions hold:

(1) f is a permutation polynomial on Zp
(2) for all a ∈ Z, f ′(a) 6≡ 0 (mod p).

We now apply the principle of Lemma 6.1 to Theorem 4.1 and Corollary 4.3 in the special case
where R = Zpn .

Theorem 6.2. Let f ∈ Z[α][x], f = f1 + αf2 with f1, f2 ∈ Z[x]. Then the following statements
are equivalent:

(1) f is a permutation polynomial on Zpn [α] for all n ≥ 1

(2) f is a permutation polynomial on Zpn [α] for some n ≥ 1

(3) f1 is a permutation polynomial on Zpn [α] for all n ≥ 1

(4) f1 is a permutation polynomial on Zpn [α] for some n ≥ 1

(5) f1 is a permutation polynomial on Zp and for all a ∈ Z, f ′1(a) 6≡ 0 (mod p)

(6) f1 is a permutation polynomial on Zpn for all n ≥ 1

(7) f1 is a permutation polynomial on Zpn for some n > 1.
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P r o o f. By Corollary 4.3, (1) is equivalent to (3), and (2) is equivalent to (4). By Lemma 6.1, the
statements (5), (6) and (7) are equivalent.

By Theorem 4.1, (1) is equivalent to (6) together with the fact that f ′1(a) 6≡ 0 (mod p) for any
a ∈ Z. But Lemma 6.1 shows that the condition on the derivative of f1 is redundant. Therefore,
(1) is equivalent to (6).

(1) implies (2) a fortiori. Finally, taking into account the fact that a permutation polynomial
on Zpn is also a permutation polynomial on Zp, Theorem 4.1 shows that (2) implies (5). �

The special case f = f1 yields the following corollary.

Corollary 6.3. Let f ∈ Z[x]. Then the following statements are equivalent:

(1) f is a permutation polynomial on Zpn [α] for all n ≥ 1

(2) f is a permutation polynomial on Zpn [α] for some n ≥ 1

(3) f is a permutation polynomial on Zp and for all a ∈ Z, f ′(a) 6≡ 0 (mod p)

(4) f is a permutation polynomial on Zpn for all n ≥ 1

(5) f is a permutation polynomial on Zpn for some n > 1.

We exploit the equivalence of being a permutation polynomial on Zpn [α] and being a permutation
polynomial on Zpn (only valid for n > 1) in the following corollary, always keeping in mind that
being a null-polynomial on Zpn is not equivalent to being a null-polynomial on Zpn [α].

Corollary 6.4. Let n > 1, and f, g ∈ Z[x].

(1) If f is a permutation polynomial on Zpn and g a null polynomial on Zpn then f + g is a
permutation polynomial on Zpn [α].

(2) In particular, if g is a null-polynomial on Zpn , x+ g induces an element of Stα(Zpn).

P r o o f. Ad (1). Set h = f + g. Then [h]pn = [f ]pn and h is, therefore, a permutation polynomial
on Zpn . Since n > 1, Corollary 6.3 applies and h(x) is a permutation polynomial on Zpn [α]. Now
(2) follows from (1) and Definition 4.5. �

The following example illustrates the necessity of the condition n > 1 in Theorem 6.2 (7) and
Corollary 6.4.

Example 6.5. Consider the polynomials f(x) = (p− 1)x and g(x) = (p− 1)(xp − x). Clearly, f
is a permutation polynomial on both Zp and Zp[α], while g(x) is a null polynomial on Zp. Now,
h(x) = f(x)+g(x) = (p−1)xp permutes the elements of Zp, but h is not a permutation polynomial
on Zp[α], as h(α) = h(0) = 0.

We can apply the Chinese Remainder Theorem to Theorem 6.2 and Corollary 6.4 to obtain
statements about permutation polynomials on Zm[α].

Theorem 6.6. Let f = f1+α f2 with f1, f2 ∈ Z[x]. Then f is a permutation polynomial on Zm[α]
if and only if for every prime p dividing m, f1 is a permutation polynomial on Zp and f ′1 has no
zero modulo p.

Corollary 6.7. Let m = pn1
1 · · · p

nk
k , where p1, . . . , pk are distinct primes and nj > 1 for j =

1, . . . , k. Let f, g ∈ Z[x]. If f is a permutation polynomial on Zm and g a null polynomial on Zm
then f + g is a permutation polynomial on Zm[α]. In particular, for every null polynomial g on
Zm, x+ g induces an element of Stα(Zm).
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7. The stabilizer of Zpn
in the group of polynomial permutations of Zpn [α]

Recall from Definition 4.5 that Stα(Zm) denotes the pointwise stabilizer of Zm in the group
of polynomial permutations on Zm[α]. We have seen in Theorem 5.7 the importance of this
subgroup for counting polynomial functions and polynomial permutations on Zm[α]. The somewhat
technical results on Stα(Zm) that we develop in this section will allow us to determine its order
and, from that, to derive explicit formulas for the number of polynomial functions polynomial and
permutations on Zpn [α] for n ≤ p in Section 8.

We have already defined the ideal of null-polynomials and the ideal of polynomials that are null
together with their first derivative in Section 3 (Definition 3.1). For counting purposes, we now pay
special attention to the degrees of the polynomials inducing the null function. We are interested
in the case of R = Zpn for n > 1 (finite fields having been covered already).

Definition 7.1. Let

NZm(< k) = {f ∈ Zm[x] | f ∈ NZm and deg f < k},
N ′Zm(< k) = {f ∈ Zm[x] | f ∈ N ′Zm and deg f < k}.

Recall from Definition 2.2 that [f ]m, short for [f ]Zm , denotes the polynomial function induced
by f on Zm.

Proposition 7.2. Let m = pn1
1 · · · p

nl
l , where p1, . . . , pl are distinct primes and suppose that

nj > 1 for j = 1, . . . , l. Then

(1) |Stα(Zm)| = |{[f ′]m | f ∈ NZm}|
(2) if there exists a monic polynomial in Z[x] of degree k that is a null polynomial on Zm[α],

then
(a) |Stα(Zm)| = |{[f ′]m | f ∈ NZm with deg f < k}|

(b) |Stα(Zm)| = [NZm : N ′Zm ] =
|NZm (<k)|
|N ′Zm (<k)| .

P r o o f. Ad (1). We define a bijection ϕ from Stα(Zm) to the set of functions induced on Zm
by the derivatives of null polynomials on Zm. Given F ∈ Stα(Zm), let h ∈ Z[x] be (such as we
know to exist by Proposition 4.6) a null polynomial on Zm such that x+ h(x) induces F . We set
ϕ(F ) = [h′]m. Now Corollary 3.7 shows ϕ to be well-defined and injective, and Corollary 6.7 shows
it to be surjective.

Ad (2a). If g ∈ NZm , then by Proposition 3.12, there exists f ∈ Zm[x] with deg f < k such that
[f ]m = [g]m (that is, f ∈ NZm) and [f ′]m = [g′]m.

Ad (2b). Define ϕ : NZm → F(Zm) by ϕ(f) = [f ′]m. Clearly, ϕ is a homomorphism of additive
groups. Furthermore, kerϕ = N ′Zm and Imϕ = {[f ′]m | f ∈ NZm}. By (1),

|Stα(Zm)| = [NZm : N ′Zm ].

For evaluating the ratio, we restrict ϕ to the additive subgroup of Zm[x] consisting of polynomials
of degree less than k and get a homomorphism of additive groups defined on NZm(< k), whose
image is still {[f ′]m | f ∈ NZm}, by Corollary 3.7, and whose kernel is N ′Zm(< k). Hence

|Stα(Zm)| = [NZm(< k) : N ′Zm(< k)].

�
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We now substitute concrete numbers from Theorem 3.15 and Proposition 3.16 for the k that
stands for the degree of a monic null polynomial on Zm[α] in Proposition 7.2 (2). Here, as in
Definition 3.13, µ(m) denotes the smallest positive integer whose factorial is divisible by m.

Corollary 7.3. Let m = pn1
1 · · · p

nk
k , where p1, . . . , pk are distinct primes and suppose that nj > 1

for j = 1, . . . , k. Then

(1) |Stα(Zm)| = |{[f ′]m | f ∈ NZm with deg f < 2µ(m)}|

(2) |Stα(Zm)| = |NZm(< 2µ(m))|
|N ′Zm(< 2µ(m))|

.

Corollary 7.4. For a prime number p and a natural number n, where 1 < n ≤ p, we have

(1) |Stα(Zpn)| = |{[f ′]pn | f ∈ NZpn with deg f < (n+ 1)p}|

(2) |Stα(Zpn)| =
|NZpn (< (n+ 1)p)|
|N ′Zpn (< (n+ 1)p)|

.

Remark 7.5. When m = p is a prime, Proposition 7.2 and its Corollaries do not apply. This case
has been treated in Theorem 4.11.

We now employ Proposition 7.2 to show that Corollary 5.6 takes a simpler form for polynomial
functions on Zpn , when n > 1. (Again, the case n = 1 is exceptional, see Theorem 4.11.)

Corollary 7.6. Let n > 1. Then for any fixed F ∈ F(Zpn),

|Stα(Zpn)| = |{([f ]pn , [f
′]pn) | f ∈ Z[x] with [f ]pn = F}|.

P r o o f. Set

A = {([f ]pn , [f
′]pn) | f ∈ Z[x] with [f ]pn = F},

and fix f0 ∈ Z[x] with [f0]pn = F . Then, f − f0 is a null polynomial on Zpn for any f ∈ Z[x] with
([f ]pn , [f

′]pn) ∈ A.

We define a bijection

φ : A→ {[h′]pn | h ∈ NZpn }, φ(([f ]pn , [f
′]pn)) = [(f − f0)′]pn .

Since [(f −f0)′]pn = [f ′]pn − [f ′0]pn , φ is well defined. Also, φ is injective, because, for two different
elements of A, ([f1]pn , [f

′
1]pn) 6= ([f ]pn , [f

′]pn) implies [f ′1]pn 6= [f ′]pn and hence [(f1 − f0)′]pn 6=
[(f − f0)′]pn .

To see that φ is surjective, consider [h′]pn , where h ∈ NZpn . Then [f0 +h]pn = F and, therefore,
([f0 + h]pn , [f

′
0 + h′]pn) is in A and maps to [h′]pn under φ.

By Proposition 7.2 (1),

|Stα(Zpn)| = |{[f ′]pn | f ∈ NZpn }| = |A|.
�

Remark 7.7. Let n = 1 and A = {([f ]pn , [f
′]pn) | f ∈ Z[x] with [f ]pn = F}. Then |A| = pp by

Lemma 4.9, but |Stα(Zpn)| = (p − 1)p by Theorem 4.11. This shows that the condition on n in
Corollary 7.6 is necessary.

We now we give a self-contained proof of Corollary 5.9 (not using Jiang’s ratio [13], but emulating
the argument in the proof of Theorem 5.7), for R = Zpn [α].

Corollary 7.8. For any integer n > 1,

|F(Zpn [α])| = |F(Zpn)|2 · |Stα(Zpn)|.
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P r o o f. Set
B =

⋃
F∈F(Zpn )

{([f ]pn , [f
′]pn) | [f ]pn = F and f ∈ Z[x]}.

By Corollary 7.6,
|B| = |F(Zpn)| · |Stα(Zpn)|.

We now define a function ψ : F(R[α]) → B × F(R) as follows: if G ∈ F(R[α]) is induced by
g = g1 + α g2, where g1, g2 ∈ Zpn [x], we let ψ(G) = (([g1]pn , [g

′
1]pn), [g2]pn).

By Corollary 3.7, ψ is well-defined and bijective, and, hence, |F(Zpn [α])| = |B| · |F(Zpn)| . �

As |F(Zpn)| is a well-known quantity (quoted in the introduction in Equation (1.1)), all we now
need for an explicit formula for F(Zpn [α]) is an expression for |Stα(Zpn)|. We will derive one for
n ≤ p in the next section.

8. On the number of polynomial functions on Zpn [α]

In this section we find explicit counting formulas for the number of polynomial functions and
the number of polynomial permutations on Zpn [α] for n ≤ p. The reason for the assumption
n ≤ p is that in this case (unlike the case n > p) the ideal of null polynomials on Zpn is equal to
((xp − x), p)n. The equality can be seen by a counting argument [10: Corollary 2.5] – the ideal
((xp − x), p)n is clearly contained in NZpn , and, for n ≤ p, their respective indices in Zpn [x] are
the same — but it can also be derived from other results [30: Theorem 3.3 (2)].

This fact allows us to see at a glance if a polynomial is a null polynomial modulo pk (for any
k ≤ n) once we have expanded the polynomial as a Z[x]-linear combination of the powers (xp−x)m,
with coefficients of degree less than p. Our Lemma to this effect, Lemma 8.2, is taken from an
earlier paper [10].

Remark 8.1. Let R be a commutative ring and h ∈ R[x] monic with deg h = q > 0.

(1) Every polynomial f ∈ R[x] can be represented uniquely as

f(x) = f0(x) + f1(x)h(x) + f2(x)h(x)2 + . . .

with fk ∈ R[x] and deg fk < q for all k ≥ 0.

(2) Let I an ideal of R. Let f, g ∈ R[x], f =
∑
i

aix
i and g =

∑
i

bix
i be expanded as in (1) with

fk =
q−1∑
j=0

ajkx
j and gk =

q−1∑
j=0

bjkx
j . Then

ai ≡ bi mod I for all i ⇐⇒ ajk ≡ bjk mod I for all j, k.

(1) follows easily from repeated division with remainder by h(x) and the fact that quotient and
remainder are unique in polynomial division. (2) follows from the uniqueness of the expansion
applied to polynomials in (R/I)[x].

Lemma 8.2 ([10: Lemma 2.5]). Let p be a prime and f ∈ Z[x] represented as in Remark 8.1 with
respect to h(x) = xp − x.

f(x) = f0(x) + f1(x)(xp − x) + f2(x)(xp − x)2 + . . .

with fk ∈ Z[x] and deg fk < p for all k ≥ 0.

Let n ≤ p. Then f is a null polynomial on Zpn if and only if fk ∈ pn−kZ[x] for 0 ≤ k ≤ n.

Corollary 8.3. Let n ≤ p. Then |NZpn (< (n+ 1)p)| = p
n(n+1)p

2 .
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P r o o f. We express f ∈ Z[x] with deg f < (n + 1)p as in Remark 8.1, Lemma 8.2, f(x) =
n∑
k=0

fk(x)(xp − x)k, where fk(x) =
p−1∑
j=0

ajkx
j .

By Lemma 8.2 and Remark 8.1 (2), |NZpn (< (n+1)p)| is equal to the number of ways to choose

the ajk from a fixed system of representatives modulo pn, such that ajk ≡ 0 mod p(n−k) for k ≤ n.

This number is
n∏
k=0

pkp = p
p

n∑
k=0

k
= p

n(n+1)p
2 . �

Lemma 8.4. Let f ∈ Z[x], where f(x) =
∑
k≥0

fk(x)(xp − x)k such that fk(x) =
p−1∑
j=0

ajkx
j. If we

expand f ′ in a similar way, f ′(x) =
∑
k≥0

f̂k(x)(xp−x)k, where f̂k(x) =
p−1∑
j=0

âjkx
j , then the following

relations hold for all k ≥ 0

â0k = (kp+ 1)a1k − (k + 1)a0 k+1

âjk = (kp+ j + 1)aj+1 k + (k + 1)(p− 1)aj k+1 for 1 ≤ j ≤ p− 2

âp−1 k = (k + 1)(p− 1)ap−1 k+1 + (k + 1)pa0 k+1.

(8.1)

P r o o f. Consider(
fk(x)(xp − x)k

)′
= f ′k(x)(xp − x)k − kfk(x)(xp − x)k−1 + kpxp−1fk(x)(xp − x)k−1. (8.2)

We rewrite the last term of Equation (8.2) by expanding xp−1fk(x) as
p−1∑
j=0

ajkx
p+j−1 and sub-

stituting xj+1 + xj(xp − x) for xp+j , to get integer linear-combinations of terms xj(xp − x)k.

kpxp−1fk(x)(xp − x)k−1 =

p−1∑
j=0

kpajkx
p+j−1(xp − x)k−1

=

( p−1∑
j=1

kpajkx
p+j−1 + kpa0kx

p−1
)

(xp − x)k−1

=

( p−1∑
j=1

kpajk(xj + xj−1(xp − x)) + kpa0kx
p−1
)

(xp − x)k−1

=

( p−2∑
j=1

kpajkx
j + (kpap−1 k + kpa0k)xp−1

)
(xp − x)k−1

+

( p−2∑
j=0

kpaj+1 kx
j

)
(xp − x)k

and, therefore,

(
fk(x)(xp − x)k

)′
=

(
− ka0k +

p−2∑
j=1

k(p− 1)ajkx
j + (k(p− 1)ap−1 k + kpa0k)xp−1

)
(xp − x)k−1

+

( p−2∑
j=0

(kp+ j + 1)aj+1 kx
j

)
(xp − x)k. (8.3)
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Thus f ′(x) =
∑
k≥0

(fk(x)(xp − x)k)′ =
∑
k=0

f̂k(x)(xp − x)k, where

f̂k(x) = (kp+ 1)a1k − (k + 1)a0 k+1 +

p−2∑
j=1

(
(kp+ j + 1)aj+1 k + (k + 1)(p− 1)aj k+1

)
xj

+ ((k + 1)(p− 1)ap−1 k+1 + (k + 1)pa0 k+1)xp−1.

Finally, expressing the âjk in terms of the ajk, we get

â0k = (kp+ 1)a1k − (k + 1)a0 k+1,

âjk = (kp+ j + 1)aj+1 k + (k + 1)(p− 1)aj k+1 for 1 ≤ j ≤ p− 2,

âp−1 k = (k + 1)(p− 1)ap−1 k+1 + (k + 1)pa0 k+1 for k ≥ 0. �

Let f ∈ Z[x], p a prime and n ≤ p. We are now in a position to tell from the coefficients of the
expansion of f with respect to powers of (xp − x) (as in Remark 8.1) whether both f and f ′ are
null polynomials on Zpn .

Theorem 8.5. Let n ≤ p and f(x) =
m∑
k=0

fk(x)(xp − x)k ∈ Z[x], where fk(x) =
p−1∑
j=0

ajkx
j.

Then f and f ′ are both null polynomials on Zpn if and only if, for 1 ≤ k < min(p, n+ 1),

aj0 ≡ 0 (mod pn)

ajk ≡ 0 (mod pn−k+1).
(8.4)

P r o o f. (⇒) Suppose f and f ′ are null polynomials on Zpn . Then f ′(x) =
m∑
k=0

f̂k(x)(xp−x)k, with

f̂k(x) =
p−1∑
j=0

âjkx
j , such that, by Lemma 8.4, the coefficients ajk and âjk satisfy Equation (8.1).

Since f ′ is a null polynomial on Zpn , Lemma 8.2 implies, for j = 0, . . . , p− 1,

âjk ≡ 0 (mod pn−k) for k ≤ n. (8.5)

Again by Lemma 8.2, it is clear that

aj0 ≡ 0 (mod pn) for j = 0, 1, . . . , p− 1. (8.6)

For 1 ≤ k < min(p, n + 1), we use induction. To see aj1 ≡ 0 (mod pn), we set k = 0 in
Equation (8.1), and get

â00 = a10 − a0 1,

âj0 = (j + 1)aj+1 0 + (p− 1)aj 1 for 1 ≤ j ≤ p− 2,

âp−1 0 = (p− 1)ap−1 1 + pa0 1.

(8.7)

From Equations (8.5), (8.6), and (8.7), we conclude that aj1 ≡ 0 (mod pn), j = 0, 1, . . . , p− 1.

Now, for 2 ≤ k + 1 < min(p, n+ 1), we prove the statement for k + 1 under the hypothesis

ajk ≡ 0 (mod pn+1−k) for j = 0, 1, . . . , p− 1. (8.8)

We rewrite Equation (8.1) as

(k + 1)a0 k+1 = (kp+ 1)a1k − â0k
(k + 1)(p− 1)aj k+1 = âjk − (kp+ j + 1)aj+1 k for 1 ≤ j ≤ p− 2 (8.9)

(k + 1)(p− 1)ap−1 k+1 = âp−1 k − (k + 1)pa0 k+1 for k = 0, 1, . . . , n− 1.
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Since k + 1 < p and n + 1 − k > n − k, Equations (8.9), (8.5) and the induction hypothesis
(Equation (8.8)) give

aj k+1 ≡ 0 (mod pn−k) for j = 0, 1, . . . , p− 1.

For k ≥ min(p, n+ 1), we note that (xp − x)k ∈ N ′Zpn. Hence fk(x)(xp − x)k ∈ N ′Zpn . So, there

are no restrictions on ajk for j = 0, . . . , p− 1.

(⇐) Assume that (8.4) is true. Then, for k ≤ p, ajk ≡ 0 (mod p(n−k)) since n+ 1− k > n− k.

We use Lemma 8.4 and Equation (8.4) to show that âjk ≡ 0 (mod p(n−k)) for 0 ≤ k ≤ p. The
result now follows by Lemma 8.2. �

Corollary 8.6. Let n ≤ p and r = min(n+ 1, p), that is, r =

{
n+ 1 if n < p

p if n = p
.

Then (xp − x)r is a monic null polynomial on Zpn [α] of minimal degree.

P r o o f. By Lemma 3.4, (xp − x)r is a null polynomial on Zpn [α]. Let h ∈ Z[α][x] be a null
polynomial on Zpn [α] with deg h < rp. By Corollary 3.6, it suffices to consider h ∈ Z[x]. We show
that h is not monic. If h = 0 this is evident. If h 6= 0, we expand h as in Lemma 8.2:

h(x) = h0(x) + h1(x)(xp − x) + · · ·+ hr−1(x)(xp − x)r

with hk(x) =
p−1∑
j=0

ajkx
j ∈ Z[x]. By Theorem 8.5, it follows that for 0 ≤ j ≤ p− 1

aj0 ≡ 0 (mod pn),

ajk ≡ 0 (mod p(n−k+1)) for 1 ≤ k < r.

If l is the largest number such that hl(x) 6= 0, then ap−1 l 6= 1, since ap−1 l ≡ 0 mod p(n−l+1).
Thus h cannot be monic. �

Recall from Definitions 3.1 and 7.1 that f ∈ N ′Zpn (< (n+ 1)p) means f and f ′ are null polyno-

mials on Zpn and deg f < (n+ 1)p.

Corollary 8.7. Let n ≤ p. Then |N ′Zpn (< (n+ 1)p)| =

p
n(n−1)p

2 if n < p

p
(n2−n+2)p

2 if n = p
.

P r o o f. We represent every polynomial f ∈ Zpn [x] with deg f < (n+1)p uniquely, by Remark 8.1,
as

f(x) =

n∑
k=0

fk(x)(xp − x)k with fk(x) =

p−1∑
j=0

ajkx
j ∈ Zpn [x].

By Theorem 8.5, counting the polynomials in N ′Zpn (< (n+1)p) amounts to counting the number of

choices for the ajk such that aj0 ≡ 0 mod pn and ajk ≡ 0 mod pn−k+1 for 1 ≤ k < min(p, n+ 1)
and 0 ≤ j ≤ p− 1.

When n < p, there are pk−1 choices for ajk for each pair (j, k) with 1 ≤ k ≤ n and 0 ≤ j ≤ p−1.
Hence the total number of ways of choosing all coefficients, when n < p, is equal to

n∏
k=1

pp(k−1) =

n−1∏
k=0

ppk = p
p
n−1∑
k=0

k
= p

pn(n−1)
2 .
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When n = p, ajn can be chosen in pn ways, and the resulting total is

pnp
n−1∏
k=1

pp(k−1) = pnp
n−2∏
k=0

ppk = p
np+p

n−2∑
k=0

k
= p

p(n2−n+2)
2 . �

At last, we obtain an explicit formula for the order of Stα(Zpn) for n ≤ p.

Theorem 8.8. Let 1 ≤ n ≤ p. Then

|Stα(Zpn)| =


(p− 1)p if n = 1

pnp if 1 < n < p

p(n−1)p if n = p

.

P r o o f. The case n = 1 is a special case of Theorem 4.11 (3). Let 1 < n ≤ p. By Corollary 7.4,

|Stα(Zpn)| =
|NZpn (< (n+ 1)p)|
|N ′Zpn (< (n+ 1)p)|

.

Now Corollaries 8.3 and 8.7, respectively, say that

|NZpn (< (n+ 1)p)| = p
n(n+1)p

2 and |N ′Zpn (< (n+ 1)p)| =

{
p
n(n−1)p

2 if n < p

p
(n2−n+2)p

2 if n = p
. �

Example 8.9. Let R = Z4. Then |Stα(Z4)| = 4 by Theorem 8.8. Now, by Corollary 8.6, the
polynomial (x2 − x)2 is a monic null polynomial on Z4[α] of minimal degree. So every polynomial
function on Z4[α] can be represented by a polynomial of degree less than 4. Consider the following
null polynomials on Z4:

f1 = 0, f2 = 2(x2 − x), f3 = 2(x3 − x), f4 = 2(x3 − x2).

It is evident that [x+fi]4 = idZ4
, and so by Corollary 6.4, [x+fi] ∈ Stα(Z4), where [x+fi] denotes

the function induced by x+ fi on Z4[α] for i = 1, . . . , 4. Note that [1 + f ′i ]4 6= [1 + f ′j ]4, however,
and hence by Corollary 3.7, [x + fi] 6= [x + fj ] whenever i 6= j. Therefore Stα(Z4) = {[x + fi],
i = 1, . . . , 4}. Actually, Stα(Z4) is the Klein 4-group.

Theorem 8.8 now allows us to state explicit formulas for the number of polynomial functions
and polynomial permutations on Zpn [α] for n ≤ p. Our formula for |P(Zpn [α])| depends on p and
n. To understand it in terms of the residue field and nilpotency of the maximal ideal of Zpn [α],
recall from Proposition 2.6 that the residue field of Zpn [α] is isomorphic to Zp and the nilpotency
of the maximal ideal is n+ 1.

Theorem 8.10. Let 1 ≤ n ≤ p. Then the number |P(Zpn [α])| of polynomial permutations on
Zpn [α] is given by

|P(Zpn [α])| =

{
p!(p− 1)pp(n

2+2n−2)p if n < p

p!(p− 1)pp(n
2+2n−3)p if n = p

.

P r o o f. The case n = 1 is covered by Proposition 4.10. Now, let 1 < n ≤ p. Using that
µ(pk) = kp for k ≤ p, we simplify the formulas for |F(Zpn)| and |P(Zpn)| quoted in the introduction
(Equation (1.1)) accordingly. For 1 < n ≤ p,

|F(Zpn)| = p
n(n+1)p

2 and |P(Zpn)| = p!(p− 1)pp−2pp
n(n+1)p

2 . (8.10)

Substituting the formula from Theorem 8.8 for |Stα(Zpn)| and the above expressions for |F(Zpn)|
and |P(Zpn)| in Theorem 5.7, we obtain the desired result. �
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Theorem 8.11. Let n ≤ p. The number |F(Zpn [α])| of polynomial functions on Zpn [α] is given
by

|F(Zpn [α])| =

{
p(n

2+2n)p if n < p

p(n
2+2n−1)p if n = p

.

P r o o f. The case n = 1 is covered by Corollary 3.11. For 1 < n ≤ p, we substitute the expression
from Theorem 8.8 for |Stα(Zpn)| and the formula for |F(Zpn)| from Equation (1.1) (simplified as
in Equation (8.10) in the proof of Theorem 8.10) in Corollary 7.8. �

9. A canonical form

In this section we find a canonical representation for the polynomial functions on Zpn [α] when-
ever n ≤ p. As before (see Definition 3.13), µ(m) stands for the smallest natural number n such
that m divides n!.

Lemma 9.1 ([26: Theorem 10]). Let F be a polynomial function on Zm. Then F is uniquely
represented by a polynomial f ∈ Z[x] of the form

f(x) =

µ(m)−1∑
i=0

aix
i with 0 ≤ ai <

m

gcd(m, i!)
.

Proposition 9.2. Let F : Zm[α] → Zm[α] be a polynomial function on Zm[α]. Then F can be
represented by a polynomial f ∈ Z[x] of the form

f(x) =

2µ(m)−1∑
i=0

aix
i +

µ(m)−1∑
j=0

bjx
j α with 0 ≤ ai, bj < m and 0 ≤ bj <

m

gcd(m, j!)

and the bj in such a representation are unique.

P r o o f. By Corollary 3.17, F can be represented by a polynomial g1 + α g2, where

g1(x) =

2µ(m)−1∑
i=0

cix
i and g2(x) =

µ(m)−1∑
j=0

djx
j

with ci, dj ∈ Z. Choosing ai, bj to be the smallest non-negative integers such that ci ≡ ai and
dj ≡ bj mod m, we see that F is represented by

g(x) =

2µ(m)−1∑
i=0

aix
i +

µ(m)−1∑
j=0

bjx
j α

with 0 ≤ ai, bj < m. Now, since Zm[α] is a Z-algebra, substituting elements of Zm[α] for the
variable x in g defines a function on Zm[α]. For k, l ∈ Zm, we have

g(k + l α) =

2µ(m)−1∑
i=0

ai(k + l α)i +

µ(m)−1∑
j=0

bjk
j α .

By Corollary 3.7, F depends on the function induced by
µ(m)−1∑
j=0

bjx
j on Zm but not on the function

induced by its derivative. So we can replace
µ(m)−1∑
j=0

bjx
j by any polynomial h ∈ Z[x] such that
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[
µ(m)−1∑
j=0

bjx
j ]m = [h]m. Hence, by Corollary 3.7 and Lemma 9.1, bj can be chosen uniquely such

that 0 ≤ bj < m
gcd(m,j!) . �

By combining Proposition 9.2 with Proposition 3.16, we obtain the following corollary.

Corollary 9.3. Let p be a prime number and n ≤ p a positive integer. Let F : Zpn [α]→ Zpn [α] be

a polynomial function on Zpn [α]. Then F can be represented as a polynomial f(x) =
(n+1)p−1∑

i=0

aix
i+

np−1∑
j=0

bjx
j α with 0 ≤ ai, bj < pn. Moreover, bj can be chosen uniquely such that 0 ≤ bj < pn

gcd(pn,j!) .

Finally, we give a canonical representation for polynomial functions on Zpn [α] for n ≤ p.

Theorem 9.4. Let n ≤ p. Every polynomial function F on Zpn [α] is uniquely represented by a
polynomial f ∈ Z[x] of the form

f(x) =

m∑
k=0

fk(x)(xp − x)k +

np−1∑
i=0

bix
i α with fk(x) =

p−1∑
j=0

ajkx
j ,

where

(1) m = min(n, p− 1)

(2) 0 ≤ aj0 < pn and 0 ≤ ajk < pn−k+1 (for j = 0, . . . , p− 1 and k = 1, . . . ,m)

(3) 0 ≤ bi < pn

gcd(pn,i!) (for i = 0, . . . , np− 1).

P r o o f. Let F be a polynomial function on Zpn [α]. By Corollary 9.3, we can represent F by f =

g+αh with g, h ∈ Z[x], such that deg g < (n+1)p−1 and h(x) =
np−1∑
i=0

bix
i with 0 ≤ bi < pn

gcd(pn,i!) ;

and the coefficients bi in such a representation are unique.

By Corollary 8.6, (xp − x)m+1 is null on Zpn [α]. Thus we can choose g with deg g < p(m + 1)

by Proposition 3.12. We expand g as in Lemma 8.2, g(x) =
m∑
k=0

gk(x)(xp − x)k, where gk(x) =

p−1∑
j=0

cjkx
j ∈ Z[x].

By division with remainder, we get cj0 = pnqj0+aj0 and cjk = pn−k+1qjk+ajk with 0 ≤ aj0 < pn

and 0 ≤ ajk < pn−k+1 for j = 0, . . . , p− 1, and k = 1, . . . ,m. By Theorem 8.5,

pn(xp − x), pn−k+1(xp − x)k , 0 on Zpn [α].

Thus, if we set fk(x) =
p−1∑
j=0

ajkx
j for k = 0, . . . ,m, we have, by Corollary 3.7,

g(x) =

m∑
k=0

gk(x)(xp − x)k ,
m∑
k=0

fk(x)(xp − x)k on Zpn [α],

and hence we can replace g by
m∑
k=0

p−1∑
j=0

fk(x)(xp − x)k in the representation of the function F .

Therefore F is induced by f = g + αh, where g(x) =
m∑
k=0

p−1∑
j=0

ajkx
j(xp − x)k, with 0 ≤ aj0 < pn,

0 ≤ ajk < pn−k+1 for j = 0, . . . , p − 1, and k = 1, . . . ,m; and h as above. To count the number
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of ways of selecting such a polynomial f , we need to count the number of ways of choosing g and
h. First, we do that for g. We note that f0(x) can be determined in pnp ways, since aj0 < pn

for j = 0, . . . , p − 1. While, if 1 ≤ k ≤ m, fk(x) can be selected in pp(n−k+1) ways, since
0 ≤ ajk < pn−k+1 for j = 0, . . . , p− 1. So, the number of ways to choose g is

pnp
m∏
k=1

pp(n−k+1) = pnp
m−1∏
k=0

pp(n−k).

On the other hand, simple calculations show that
np−1∑
i=0

bix
i α can be chosen in p

pn(n+1)
2 ways, since

0 ≤ bi < pn

gcd(pn,i!) . Thus the number of ways that f can be chosen is

pnp
m−1∏
k=0

pp(n−k) · p
pn(n+1)

2 =

{
p(n

2+2n)p if n < p

p(n
2+2n−1)p if n = p

.

By Theorem 8.11, this last quantity equals |F(Zpn [α])| and, therefore, the representation is unique.
�
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2 (Proc. of Conf. in Klagenfurt 1982), Hölder-Pichler-Tempsky, Teubner, 1983, pp. 395–398.

[30] ZHANG, Q.: Polynomial functions and permutation polynomials over some finite commutative rings, J. Number
Theory 105 (2004), 192–202.

Received 22. 2. 2020
Accepted 30. 12. 2020

* Department of Mathematics
The University of Jordan

Amman 11942
JORDAN

E-mail : alezehh@ju.edu.jo

** Department of Analysis and Number Theory (5010)

Technische Universität Graz
Kopernikusgasse 24/II

8010 Graz

AUSTRIA

E-mail : almaktry@math.tugraz.at
frisch@math.tugraz.at

1088

 
 AUTHOR C

OPY 


	1. Introduction
	2. Basics
	3. Null polynomials on R[`39`42`"613A``45`47`2mu-:6muplus1mu"603A]
	4. Permutation polynomials on R[`39`42`"613A``45`47`2mu-:6muplus1mu"603A]
	5. The stabilizer of R in the group of polynomial permutations of R[`39`42`"613A``45`47`2mu-:6muplus1mu"603A] 
	6. Permutation polynomials on 
	7. The stabilizer of Zpn in the group of polynomial permutations of [pn]
	8. On the number of polynomial functions on [pn]
	9. A canonical form
	REFERENCES

